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Protecting Children from Child Pornography and the Internet:
Where Are We Now?

By Mary G. Leary

The United States Supreme Court “does not hold that Congress is incapable of enacting any regulation of the internet designed to protect minors from gaining access to harmful materials.”1 Seemingly generous, this sentiment is belied by a review of the Court’s recent responses to legislative efforts to protect children from both child pornography and the dangers of the internet. Legislators and prosecutors seeking to affect, interpret, or defend these efforts are left more confused than ever about how to address these growing threats to our nation’s children. This article will discuss efforts to regulate child pornography and the internet, provide a historical analysis of relevant legislation, and propose some guidance for interpreting current legislation as well as considering new directions.

The Need to Protect Children by Ending Child Pornography

Over the last 20 years, “child pornography has become a highly organized multimillion dollar industry.”2 Today, computer networks play a substantial role in the exchange of child pornography.3 All 50 states and the District of Columbia have enacted statutes regulating child pornography, and 34 states have statutes regulating online sexual exploitation of children.4

“The existence of traffic in child pornography images presents a clear and present danger to all children. . . . [T]he sexualization and eroticization of minors . . . [encourages] a societal perception of children as sexual objects leading to further sexual abuse and exploitation, . . . [and] creates an unhealthy environment which affects the psychological, mental and emotional development of children.”5 Research indicates that many perpetrators of internet crimes against children possess child pornography, 25% of minors using the internet are exposed to unwanted sexual material, and nearly 20% of minors using the internet receive unwanted sexual solicitations.6 Even the United States Supreme Court recognized both the compelling interest of the government to regulate child pornography as well as its “legitimate interest in prohibiting the dissemination of obscene material when the mode of dissemination carries with it a significant danger of offending the sensibilities of unwilling recipients or of exposure to juveniles.”7 More broadly, the Court has “repeatedly recognized the government interest in protecting children from harmful materials.”8

History of Legislation Addressing Child Pornography and the Internet

The first federal law to address the exchange of child pornography was the Sexual Exploitation of Children Act of 1977 (SEOC).9 It aimed at the commercial production and dissemination of visual or print depictions of minors engaged in sexually explicit conduct involving the non-commercial trading of pornography and non-obscene pornography, SEOC proved largely ineffective.10 In 1982, the Supreme Court began its inconsistent record of interpreting child pornography legislation in

13 It upheld a state statute outlawing the possession of a sexual performance of a child by, among other acts, selling non-obscene material depicting minors engaged in sexual conduct.11

In response to the ineffectiveness of SEOC and the issuance of Ferber, the United States Congress passed the Child Protection Act of 1984.12 This, among other actions, eliminated the need for the material to be obscene, raised the protected age to under 18, and included material traded, not just involved in commercial sales.13 This was followed by the Child Sexual Abuse and Pornography Act of 1986, which prohibited advertisements for child pornography.14 Also to follow was the Child Protection and Obscenity Enforcement Act of 1988, which addressed for the first time the relationship between computer technology and child pornography.15 This act prohibited the use of computers in the transportation, distribution, or reception of child pornography.16 The next relevant Supreme Court review of this area of legislation also protected children and recognized the expansive ways in which child pornography harms children.17 Osborne v. Ohio upheld a state statute prohibiting the possession of child pornography.18 It distinguished its previous ruling in Stanley v. Georgia, which struck down a state statute outlawing the private possession of obscene material, by noting that Stanley left open the possibility that “compelling reasons may exist for overriding the right of an individual to possess [obscene] material.”19 Osborne explicitly made clear that children’s safety and the myriad of ways child pornography injures children provides such reasons.20 Although the Court relied on its Ferber analysis of child pornography involving real children, the Court explicitly noted that the destruction of child pornography was desirable because “evidence suggests that pedophiles use child pornography to seduce other children into sexual activity.”21

As Congress’s regulation of child pornography modernized, it attempted to protect children from the perils of the internet as well as “virtual” pornography, i.e. child pornography that does not use real children in its production. The Supreme Court’s previous support of Congressional efforts markedly changed with such legislation.

Congress enacted the Communications Decency Act of 1996 (CDA) as one of seven titles of the Telecommunications Act.22 It criminalized the “knowing transmission of obscene or indecent messages” to minors as well as knowingly sending or displaying to a minor certain patently offensive messages. Although, in Reno v. A.C.L.U., the Court reiterated the legitimacy of the Congressional goal to protect children, it found the statute overbroad pursuant to the First Amendment.23 The Court was particularly troubled by the fact that, although the CDA was part of a heavily debated Telecommunications Act, the CDA lacked any true legislative findings.24 The Court distinguished these regulations from upheld FCC regulations limiting the broadcast of offensive language by finding that broadcast media were completely different from internet media.25 While the Court again recognized the government interest in protecting children from harmful materials in
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words, its actions said otherwise. The Court balanced this harm to children against a perceived right of adults to enjoy such messages or postings, and ruled in favor of allowing adults to enjoy material with such de minimis social value.3

The Child Pornography Prevention Act of 1996 (CPPA), expanded the definition of child pornography to include “virtual” child pornography (images that “appear to be” or “convey the impression” of involving minors).4 Unlike with the CDA, Congress made extensive findings to support the CPPA regarding the harms of child pornography, virtual child pornography, and the trading of such material throughout the internet and otherwise.5 Consistent with precedent, in Ferber the Court “refused to second guess legislative judgment” and in Osborne, the Court accepted less substantial but similar legislative findings than those for the CPPA. However, with the CPPA, in Ashcroft v. Free Speech Coalition, the Court noted the lengthy Congressional findings, but went on to hold that speech “within rights of adults to hear may not be silenced completely in an attempt to shield children from it.”6 The Supreme Court struck down the statute and limited Ferber to child pornography which involves only actual children in its production.7

In response to Reno and its invalidation of the CDA, Congress enacted the Child Online Protection Act (COPA).8 COPA prohibited the posting for “commercial purposes” on the internet material that is harmful to minors. Notwithstanding these responses to the concerns of Ross, Ashcroft v. A.C.L.U.9 upheld the district court’s ruling that prevented the enforcement of the statute.10 The Court essentially found the government unable to establish that the prohibitions were narrowly tailored, citing to two subsequent statutes prohibiting misleading internet names and establishing a “.dot .kids” section of the internet, as more narrowly tailored alternatives.

What Guidance Do These Cases Provide?

There is a clear recognition of the government’s interest not only to regulate child pornography, but also to protect children from harmful or patently offensive and indecent material.11 There are also recognized findings of the damage caused by child pornography well beyond the victimization of children depicted in the material.12 Yet, even with these recognized harms and the de minimus value of child pornography, efforts to limit virtual child pornography or shield minors from indecent and harmful material have been rejected.

The Supreme Court was not swayed by the clear legislative findings of the link between child molestation and child pornography. Research firmly establishing this link, long known anecdotally in the field, must be completed. Just as it makes no difference to the child victim of a molester that the images used to “whet his appetite” or groom the victim were virtual, so should it make no difference in our laws.

Legislatures would do well to follow the advice of Justice O’Connor in her dissents in both Reno and Ashcroft. With regard to the internet, Justice O’Connor would not have struck down the CDA’s proviso regarding indecent transmissions to a known minor because she interpreted the CDA as an attempt by Congress to create an “adult only” zone that would be constitutional.13 With regard to virtual child pornography, Justices Rehnquist, Scalia, and O’Connor were deeply concerned about the ability to make virtual pornography indistinguishable from actual child pornography and thus impede law enforcement in apprehending true traffickers in actual child pornography.14 Justice O’Connor suggests a constitutionally permissible label for such virtual pornography as “virtually indistinguishable from a” real child.15 Such language would ensure that a statute would be narrowly tailored to exclude cartoons, statues, and other material which fell under COPA, but could not have actually been used to aid in the sexual abuse of children.

Finally, prosecutors must adhere to the lesson learned from Ashcroft v. A.C.L.U. and establish the factual basis for both a regulation and its narrow tailoring. Moreover, they must guard against false claims becoming part of the record for appellate review.16 Through such attention to detail, perhaps legislatures can encourage the Supreme Court to return to its roots, so beautifully articulated by the Court years ago: “A democratic society rests for its continuance, upon the healthy well-rounded growth of young people into full maturity as citizens.”17
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